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Al is the ability of a machine to solve a problem that only humans
thought they could solve
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Al is (a Prowess of) Computer Science

Deep Blue: 1997 Rembrand: 2016
Jeopardy: 2011 Go: 2017



What is Al?

What Now?



(1) Algorithms that learn

(2) Machines that network



MACHING LEARNING
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Each user has a profile




Algorithms that network
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Parallel and distributed



The power of distributed computing




Federated Learning

Parameter space C R¢ Local samples
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Benefits

Scalability
Preserves data ownership
Data diversity




FROM CIRCUS ANIMALS TO PETS
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What Now?
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Principles

Gradient Descent, Jaccard Similarity,
Central Limit Theorem, ...

Distributed Computing, Networking,
Consensus, Privacy....



Robustness

Theorem (BEGS17): no linear combination of DSGD
updates is robust to a single adversarial worker




Distributed Stochastic Gradient Descent (DSGD)
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Global Phase: The server updates the model:

0.1=6,—7v Avg (gt(l) R gt(n))

Average of gradients
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Problem with Standard Learning Schemes

Trust all data and machines

0,.1=0,—v, Avg (gt(l) s eee s gt(n))

Ineffective when some machines misbehave




Consensus Impossibility

Theorem (FLP85): no algorithm can solve

consensus among an asynchronous
network of machines
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Robust Machine-Learning
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:i We do not know this set!

f nodes of unknown identity are adversarial

Need not follow the algorithm
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“Fault-Tolerance in Distributed Optimization: The of Redundancy”. Gupta and Vaidya. PODC 2020



Privacy vs Robustness vs Efficiency

Theorem (AGS23): private, robust and
efficient machine learning is impossible




Decidability

Theorem (Turing36): algorithms cannot solve all

problems (halting, printing, satisfactoriness...)
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Robust

Reliable Distributed
Programming

Machine
Learning
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« Here are my principles, if you do not
like them, | have others » G. Marx



